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Abstract:

The question of subjecthood has dogged linguistic scieimgee sancient times.
However, in current versions of Minimalism, subjects do Imate primitive status
and can only be defined in derived terms. However, subjedstla® broader
theoretical notion ofSUBJECT remain important in linguistic description. This
paper develops a definition of subjecthood in terms of settic notions of
functional dependency: when a feature, sgydetermines the value of some
other feature, say¢. This notion is used to describe various phenomena where

subjecthood has been invoked: binding domains and subjastied anaphors.

1 THE PROBLEM OF SUBJECTS

This paper is concerned with the notionsifBJECTand with providing a definition couched
in Minimalist terms. SUBJECT are indispensable for the Binding Theory where they define

domains for anaphors and pronouns (Chomsky 1981).

(1) a. I. Principle A: An anaphor must be bound within its goweg category.
il. Principle B: A pronominal must be free within its govengicategory.
iii. Principle C: An R-expression must be free (Chomsky 1981
b. B is a governing category for A if and only if B is the minintategory

containing A, a governor of A, andsuBJEcTaccessible to A (Chomsky
1981).



In the remainder of this paper, | will use the neutral termting domain’ rather than governing
category for two reasons. First, technical term of goveymwategory is no longer operative in
Minimalist syntax. However, it is worth noting that a fulletiged binding theory is still lacking
in the Minimalist programme. As such, it is still necessaryhiese invoke older, pre-Minimalist
notions in order to discuss binding phenomena. The sec@sbnds that ‘governing category’
only refers to the domain in which reciprocals and local, lEshgtype himself anaphors are
bound — it does not include the larger domain characterndtgubject-oriented anaphora (see
section 4). Consequently, | will use the more theoreticaytral term ‘binding domain’ for

the remainder of this paper

| take the two terms to be broadly equivalent (although | fieéethe notion of ‘binding domain
in (13)). It is hoped that one of the contributions of this @awill be to provide a framework

from which a Minimalist notion of ‘binding domain’ can be dgeped in future research.

The following pair of examples shows that anaphors must b@doand that pronouns must be

free, within a domain delimited by a subject

(2) a. The twingsaid that|s,; he liked *each othefthem

b. He said thaf|s,, the twing liked each othef*them

The paradigm can be extended to binding within DPs. A posse&fines a binding domain.
When the possessor is present (3a) then the anaphor mustbd ithin the DP — and the
pronoun must be free within the DP. When the possessor ina{&®), then the anaphor must
be bound in the domain defined by the clausal subject — andrdmopn must be free in this

domain.

(3) a. The twingliked [||s.,John’s pictures of *each othé&hem]

b. The twinstook [||s., @ pictures of each othgtthem;]

Thus, the possessor counts esusJECTas far as the Binding Theory is concerned.



1.1 The difficulty of defining subjecthood

The problem with usinggUBJECT as a primitive of the Binding Theory is that it is difficult
to define adequately — a problem that stems from the diffiafitgefining subjecthood more
generally? Although subjecthood is an essential descriptive devicniguistics, it is not

clear what it is derived from at a theoretical level. Over yiears, various prototypical, non-
exclusive properties of subjects have been proposed. Naneither necessary or sufficient.

The following is a non-exhaustive list that illustrates éxtent of the problem. Subjects may:

be involved in predication

(4)

o ®

be agents

determine agreement on a predicate

a o

be located in SpecTP

have Nominative case

@

f. be linked to EPP phenomena

g. be the highest argument of a VP (i.e. there is only one ahthiewill typically
precede other arguments etc.)

h. be antecedents for subject-oriented anaphors (SOAs)Naling (1984)).

However, none of these diagnostics appear to be necessanffmient — there are putative

counter examples to all of them.

One of the oldest notions of subjecthood was its link to patibn. However, not all predication
structures are domains for Binding Theory. Example (5) amsta small clause predication
structure. The anaphor can be bound by the clausal sulgedhe subject of the small clause

predicate does not appear to be a domain for binding.

(5) Dr. Robert Bruce Banngconsideredscthe Incredible Hulk (to be) a clone of

himself/*him;]3



Similarly, subjects also cannot be defined purely in semaetms. Although subjects are often
agents, there are examples where they are not. In many Bamgudges, a semantic object
may occur in subject position and determine agreement., Algbe following English passive

sentence, the subject is a Theme.

(6) A catwas seen

The agreement diagnostic raises the question of agreeijggtelin languages with object
agreement (e.g. many Bantu languages) and the DPs asslosisttepostpositions etc. The
agreement diagnostic also suggests that in the followiagngte, the DRa catis the subject,

raising questions about the status of the expleheee | will return to the agreement diagnostic;
this paper will show that agreement is a crucial indicatos0BJECT — although agreement

itself is not the crucial factor — it is only indicative of it.

(7) Thereis a cat at the door

A related diagnostic is that the subject be located in Spgc€P the EPP holds). However,
this is also problematic as the previous example demomstraan expletive is in SpecTP
(an indicator of subjecthood), whereas agreement is detedtby the indefinite DP (also an

indicator of subjecthood.

The Case diagnostic can also lead to confusing results.ne $anguages (e.g. Korean), there
can be more than one nominative DP in a clause. In languagile&wirky’ case (e.g. Icelandic)
a DP (which otherwise conforms with other properties of sats) may be marked with Dative
or a default case other than Nominative. In addition, thespssor in (3) has genitive case, not

Nominative.

Another property is that the subject is the highest arguroéatVP. However, if Nominative

Case defines subjecthood, then this cannot be true in neukipminative constructions (e.g.



Korean). More often than not, the subjecthood of the higaegiment is stipulated (e.qg. in the

argument list (HPSG, LFG) — in other words it is a theory-ing assumption.

A related issue is the Extended Projection Principle (EPRERvensures that every clause has
a subject. However, there is as yet no consensus on what ¢k even if it exists (Boeckx
2000a, Martin 1999) and it holds little explanatory valué b&st, EPP ensures that the highest

argument will move to subject position.

The final property | will discuss here is the fact that in soargguages (e.g. Icelandic, Dutch),
there is a subset of anaphors which can only be bound by dabjéthile this has been used
as a diagnostic for subjecthood (e.g. Maling (1984), Zaesteal. (1985)) it is unclear what
actually determines this binding behaviour or why subjsbtisuld be the sole antecedents for
some anaphors but not others. The upshot is that this phemonea diagnostic, and is defined
circularly: a subject-oriented anaphor is bound by a subjecsubject can be an antecedent for

a subject-oriented anaphor.

To summarize, althougBUBJECT is important for the Binding Theory, it is not clear how
SUBJECT s related to subjecthood more generally, or even what sthmed reduces to at
a theoretical level. In some frameworks, such as LFG, RelatiGrammar and HPSG,
subjecthood is stipulated. In the frameworks of P&P and theirvlist Program, on the other
hand, there has been a sustained attempt to sidestep tHemrobsubjecthood by deriving

it from more fundamental properties. In this venture, | khihat these frameworks have
been largely successful although significant problems iemBor instance many properties
of subjects are derived from an interaction of locality dosmats on movement (thus the DP
that moves to Spec TP will always be the highest DP in the VB.e&imilarly, Nominative

case is regarded as a reflex of Tense (Pesetsky and Torred®. Z06is paper continues the
tradition by proposing a theoretical basis fwBJECT flowing from relational theory (Codd

1970).

The advantage of this approach is that it allows a principleg¢ of choosing between the

various empirically based means of defining subject (e.gelims of agreement, nominative



case etc). While much of the data | will discuss in this pap&ates to agreement, this by itself
Is not superior to notions aduBJECTdefined in terms of nominative case or any of the other
possible characteristics of subjects. However, if it cash@vn that agreement is underpinned
by a theoretically primitive relation then it lends credeno definitions of subjecthood which

draw on agreement phenomena.

2 BASIC ASSUMPTIONS

The following paper requires four main assumptions. Thegsal is broadly couched within
the Minimalist Program ((Chomsky 1995b) and subsequenksyoalthough some of the

conclusions may diverge from some of the later versionsisfftamework.

2.1 AGREE

Agree is asymmetric (Chomsky 1995b:277-279). Pairs oftarpnetable and interpretable
features are mediated GREE a pairwise relationship betweenrr&OBE and aGOAL where
uninterpretable features on theoBEare valued by the equivalent interpretable features on the
GOAL (Chomsky 2000) yielding an ordered pa#dAL, PROBE. In other words, the value of
the GOAL e.g. ¢ determines the value of tlrROBE u¢. With respect to Case featues, | assume
that Nominative case is a manifestation of uT on nominalsikée by the corresponding T

feature on the tense head (Pesetsky and Torrego 2001).

2.2 Anaphors

Since a large part of this paper will be a discussion of anepHowill outline some basic
assumptions here. There is no equivalent of binding withéNlinimalist Program (Chomsky

1995b) so, as a starting point, | assume traditional Bindihgory (Chomsky 1981) and



specifically, principles A and B and the notion of governiagegory (1).

Concerning the feature specification of anaphors themsehrephors are traditionally speci-
fied as [tANAPHORIC], a feature taken to be mnemonic for the referential defengss of the
anaphor (Chomsky 1981, Reinhart and Reuland 1991, Thaaink891). | take anaphors to
lack (a subset of) appropriatefeatures;p features, and ultimately referentiality, are supplied

by the antecedent mediated by a command rel&tion.

2.3 Phrase structure

Concerning phrase structure, | start from the propositian A merged with B yields a partially
ordered set {A{A,B}} (Chomsky 1995a). In particular, | agse that such a structure is
unambiguous and can represent a single relationship. Ifotlosving example, it is A that

selects B — B cannot simultaneously select A: phrase steicslunambiguous (Devlin 1993,

Halmos 1960}.

8  a {A{AB}}

b. A

/N
A B

2.4 Functional dependencies

Finally, 1 would like to introduce a useful tool: the notiori functional dependencyThe

notation {A,{A,B}} used to represent phrase structure (@msky 1995a) is not only a
convenient way of representing linguistic trees. Matheraly speaking, this notation actually
meanssomething; A and B are (partially) ordered where A determis@me property of B: a

functional dependency



Functional dependencies are a useful tool because theydpraw intuitive way of relating
to phrase structure. Functional dependencies are a tiereotion which | borrow from
Relational Theory (Codd 1970) a branch of set-theoreticherattics. Drawing on the
definition of functional dependencies provided by Dutka Hadson (1989), | define functional
dependencies in syntactic terms in (9) (De Vos 2006, De V@6R0In the remainder of this
paper, | will use arrows to indicate functional dependergisatandard in the literature on the

topic.

(9) a. Functional dependency:Let X and Y represent sets of syntactic features (trivially
including sets of just one feature). X functionally detemss Y if the value of X
determines the value of Y (i.e. % Y) (De Vos 2006, De Vos 2008).

b. Value: Let the value of X and Y be the value of features (eg. cateffa@ures
+N, +V, formal features u, ¢; semantic featuresagent etc.).

c. Transitivity: Functional dependencies are transitive. #XY and Y — Z, then X
— Z (Armstrong 1974, Beeri et al. 1977, Sagiv et al. 1981).

Intuitively, this means that if X selects a complement Ytbéfunctionally determines Y i.e.

X — Y. Similarly, if W agrees with Z, then the feature value of WJe3sG) is determined by
the properties of Z (e.g.s%) i.e. Z— W. | take it as a fundamental fact that phrase structure
can be expressed in terms of functional dependeficless important to note that functional
dependencies and their properties, including transytiaite not contentious within Relational
Theory. The only novelty about the current approach is thatopose to apply Functional
dependency to syntactic relationships, in particular te@gent and selection although this is

not an exclusive listing.

(10) Agreement and selection are functional dependencies

a. A feature F determines the value of a corresponding ubreaby examining the
value of F alone (e.g.s35), one can determine the value of the uF (egG8tc.): F

— UuF.



b. A suBcCAT feature determines the value of the complement which icssley
examining thesuBCAT feature alone, one can determine the value of the

complement it selects.

2.5 Projection and specifiers

Since SpecTP will figure prominently in subsequent disausst is worth while mentioning

some of the implications of these assumptions for this mosit

(11) TP

SpecTP T

/N
T ...

Given the assumptions outlined in the previous sectionfabiethat T(P) projects in (11) is a
function of the fact that T functionally determines featuom the subject, namely Case, not to

mention the fact that T also selects for a subject as a fumctithe EPP.

However, the subject also agrees with on T and thus the subject functionally determines
these features on T MGREE. A reviewer has pointed out that this implies that SpecTBdis|

T because features on the DP in SpecTP determine uninterpretablertsabn T, a conclusion
seemingly at odds with standard phrase structure. In faid,i$ only an apparent problem.
While every selection relation is also a functional depewgeit is not the case that every
functional dependency is a selectional relationshyGREE holds when a value on @aoAL
feature determines the value orPROBE feature. Thus, the features on the DP in SpecTP
AGREE with their uninterpretable counterparts on T; this congdi$ a functional dependency
but it does not imply that the DP as a whole ‘selects’ T. It mheeatails that some feature in the

DP feature bundle functionally determines some corresipgrfdature in the T feature bundie.

To summarize, this section has proposed that syntactitaetasuch as selection andREE



can be represented by functional dependencies, a basimnskip derived from Relational
Theory and Set Theory. In addition to their mathematicaligchng independent of linguistic
theory, functional dependencies are not actually an assomper se — rather functional
dependencies are a natural consequence of a set-theopgtioaah to phrase structure
(Chomsky 1995a). Functional dependencies must therefnedarded as a deep property

of linguistic theory!?

3 ARGUMENTS IN FAVOUR OF A FUNCTIONAL DEPENDENCY APPROACH
TO BINDING DOMAINS

There are three main arguments for a functional dependgqypach to binding domains. The
first argument, set out in the previous section, is theaktidunctional dependencies follow
from standard assumptions about phrase structure andctigntalationships; if the starting
point of Chomsky (1995a) is true, then functional depena=nare necessarily inherent in
linguistic structures. The second argument is based onatttetliat functional dependencies
provide a way of distinguishing subjects from non-subjects distinction that has remained
important in linguistics despite its resistance to forizatiion. The third argument for functional
dependencies is that they allow the integration of posgessid clausal subjects under a single

banner.

3.1 Functional dependencies distinguish subjects from nesubjects

The usefulness of functional dependencies is that they earséd to distinguish subjects from
non-subjects. At the heart of this idea is the notion thatagrent can instantiate a functional
dependency as explained in the previous section. Condigerefationships present in the
following LF representation. | will assumew® shell structure where light verbs introduce
verbal arguments and wherewraising takes place (Larson 1988). The subject DP has moved

from SpeeP to SpecTP*



(12) a. Sarah gave the ball to Susan

b T
/\
DP - ¢ ->T
A T/\
Sarah v
/\
Subject Subj<-- @ - v
/\
Vv V
| /\
gave DP<- § -V
A /\
theball V-0 >PP
PN
to Susan

Consider the functional dependencies in this tree, somehafiware informally represented by
arrows. Within the verb shell, since selection is an inssioin of functional dependency (10),
v functionally determines V as well as the DP in SgeécV and the light verly each selects
arguments and assigasroles. Thus, each of the arguments is functionally deteechiby a
verbal head. Within the verb shell, none of the argumentstianally determine any other

element.

Similarly, in the functional layer, T will functionally detminev and, by the Transitivity rule
(9¢) everything contained im. This situation changes dramatically when one considegs th
status of the DP in SpecTP. T assigns Case to the subject DEcawseéquently functionally
determines it. Howeverp features GOAL) in DP also determine the values of their
corresponding uninterpretable feature®®BE on T. Thus thep features of the subject DP

functionally determines T and, by the Transitivity rule Y9everything contained within £

Thus, functional dependency exposes an asymmetry betwagecs DPs and other DP

arguments. Subject DPs are functional determiners; nbjests are functionally determined



and do not functionally determine any other element in tipeagentation. It is this asymmetry
which | propose underpins the notionsifBJECT. Any DP which functionally determines some

feature can be regarded as@BJECT Typically, such features will be formal features.

(13) a.suBJECT: A DP which functionally determines@feature is &8UBJECT

b. Binding domain: The minimal domain containing an anaphor, a potential binde

and asUBJECT

3.2 Possessive DPs as subjects

This paper began with the problem of definiegBJECT as it pertains to binding domains.
Having provided an elegant definition euBJECT and binding domain in (13), | will now

demonstrate how this definition fares with respect to tha.dat
(14) ||suw The twins expected thaf s, [I] would help *each othefthem

In situations where thesUBJECT is also the clausal subject, the data are easily explained.
Since the clausal subject will always agree with T, the dasabject will always functionally
determinep features of T and will consequently always bew@BJECT Clausal subjects will

thus always determine a domain for binding.

In section (1) it was shown that possessorssarBJECT. In (15a), there is no possessor/subject
and the reciprocal can be bound by the sentential subfbey, In (15b), in contrast, a
possessor/subjectis present within the DP and induces aidptine reciprocal cannot be bound
by the sentential subject since it now lies outside the bigdiomain. These examples show

that the binding domain is defined by the presence of an susIECT

(15) a. ||su» They; read@ books about each othgfthem,



b. ||sus They; read||s., [Mary’s] books about *each othgthem
(Harbert 1995:184-185)

These data are puzzling from a traditional perspectivest Firere is the problem of why a

possessor DP should count as a subject at all since thisanotuitive idea (i.e. the possessive
DP is optional, not necessarily agentive, does not deteragmeement in English etc.). Second,
if one requires a subjegiositionor field to determine a domain, then there is clearly a pasitio
available whether it is filled or not. Thus, in contexts whirere is no possessor DP, it is not

necessarily obvious that there should also be no bindingpdtoth

The definition ofSUBJECT in terms of functional dependencies (13) immediately makes
prediction that if possessors are binding domains then trectausal possessive pronoun
should functionally determine its complement in the sameg Weat a clausal DP subject

functionally determines agreement on T.

(26) [rpDP [+ T...]] (A7) [pp POSS |p [~ N...]]
Agr \ Agr T

Although in English it is not immediately clear that the Hsfl possessive functionally
determines its complement, there is a range of researchhvdhiows that DPs parallel the
architecture of clauses (Szabolcsi 1983; 1994). But matkiaglaim that SpecDP is analogous
to SpecTP does not really provide any deep explanations;shibyld D and T be analogous
since at a feature level they appear quite differén¥what is it about the relationship between

DP and T and N respectively that makes the DP a subject?

The functional dependency proposal makes a clear predidii@ DP in SpecTP and SpecDP,
should functionally determine features on T and N respelstiv The crucial evidence for
functional dependency comes from Hungarian where overéesgent occurs between a
possessive and its complement. In (18), subject markingoccurs in both clausal and

pOSSGSSiVG contexts.



(18)  a.(En) alud-t-am b. az én vendég-e-m
I sleep-PAST-1SG the | guest-POSS-1SG
‘I slept’ ‘my guest’

Hungarian (Liptak, p.c.) Hungarian (Liptak, p.c.)

The possessive pronoun determines agreement morpholody ionthe same way that DP
subjects determine agreement morphology on T. This shoatssthBJECT in both these

contexts can be unified by the fact that both functionallyedetne their complements. This
is a very important result; it confirms that the central chtgastic underlying binding domains

is functional dependency — in this case, expressed by méagseement.

4 SUBJECT-ORIENTED ANAPHORS

The next section deals with another issue in binding thabtspnedicted at all by Standard
Binding theory: subject-oriented anaphors. It will be &guhat the central device underpin-
ning this phenomenon suUBJECTdefined in terms of functional dependency. The discussion

is adapted from (De Vos (2006)a) and (De Vos (2006)b).

Subject-oriented anaphors (SOA) is a generic term that | wge to describe anaphoric
phenomena that exclusively have a subject as an antec8dentollowing is a Dutch example
of a local, subject-oriented anaphor. The anaghdrcan only be bound by the clausal subject

Jan

(19) a.Jan zag een slang naast zich
Jan saw a snake near REFL

‘Jan saw a snake near him’

Dutch (Koster 1985:145)

A

b. SUBJECT ...OBJECT; ...REFL]
A v |




Many other languages have SOAs that are bound by long-desstamtecedents. In fact, SOAs

are often thought to always be long-distance anaphors,jamodntradicted by the Dutch data

above. Although my analysis is applicable to SOAs generallyhe following section, | will

concentrate on long-distance anaphors more specificallyicdlly the domain for these long-

distance SOAs is at least the minimal tensed clause withtiaddl possible antecedents at

longer distance also being possible under some conditgaes(Koster and Reuland 1991) and

references in that book). These SOAs do not seem to obeyiptamc

(20)

a. ||suw Zhangsap gaosu Lisiy l|sus Wangwy xihuan ziji; ;.
Zhangsan tell Lisiy Wangwy like REFL;/j /xk
SUBJECT OBJECT SUBJECT REFL

al.

‘Zhangsantold Lisi;, that Wangwuy likes him/; /.’
Mandarin Chinese (Huang p.t)

A

SUBJECT...OBJECT[7p ...REFL]

A v |
Pétur, bad Jens um PRQ, ad raka sig;.;
Pétur asked Jens PREP PRQ;, to shave REFL;,;
‘Pétur asked Jens to shave him’

Icelandic (Harbert 1995:192)

At Peter bad Anng om [PRO, at ringe til sig]
that Petey asked Anne, PREP to ring to REFL

‘that Peter asked Anne to ring him’

Danish (Thrainsson 1991:51)

Jon bad oss forsgke & fa deg til a snakkepent om seg
Jon asked us try to get you comp to speak nicely about REFL;

‘Jon asked us to try to get you to speak nicely about him’

Norwegian Hellan (1991:30)

The example in (20a) has has two finite clauses with an argatedamelyWangwuin the

minimal tensed clause. In addition, it is possible for thbjsct of the matrix clause, namely

Zhangsanto bind the anaphor yielding an ambiguous reading for trephar. Importantly,

both possible antecedents are subjects of their respedauses; the non-subject, namely



Lisi, cannot be an antecedent, contrary to what is predictedibgiple A. The configuration
schematically represented in (20b). The data are simil&Q@&s in many other languages

including Icelandic, Norwegian and Danih.

Long-distance anaphors have several characteristicenmom (Cole and Hermon 2005, Koster
and Reuland 1991, Pica 1986; 1991).

(21) (i) Antecedents must be subjects (hence they are SOAS)

(i) LDAs allow an antecedent outside the governing catggor

(i) LDA is restricted to reflexives; reciprocals are nevéAs

(iv) LDAs are monomorphemic; morphologically complex ahags are local (Everaert
1991)

(v) Inlanguages without subject-verb agreement, LDAs leixkie ‘Blocking Effect®’

(vi) Outside the local domain there is no complementaritydeen pronouns and
LDAs.

What these cross-linguistics correlations suggest is 8@#&s are subject to strong cross-
linguistic principles and that there must be some syntampieration which can distinguish

subjects from non-subjects.

(22)  a. Generalization 1: Structurally licensed LDAs are subject oriented.
b. Generalization 2: Some local anaphors are subject oriented
c. Corollary: Some syntactic operation must exist which distinguishéséen

subjects and non-subjects.

In this paper, | have demonstrated that functional depesidsitan make this distinction and
| would like to propose that functional dependencies arparsible for the subject-oriented
nature of SOAs. | will not, however, derive all the propestia (21), merely their subject-

oriented nature.



4.1 SOAs are not logophors

It might be claimed that SOAs are simply logophors. Logophsgem to be determined by
discourse and prominence factors rather than structurdigtoations. Thus, English ‘picture

anaphors’ do not always require a C-commanding antece#@@)tl¢elandic anaphors can have
non-structural, pragmatic antecedents (24); Korean anwagptan be determined by discourse

topics (25); and Malay anaphors can be bound by discourseipemt antecedents (26).

(23) [That we hang a picture @fimsel f; on every wall] is one of theresident’s; most

outrageous demands English (Reinhart and Reuland 1991:317

(24)  a. Maria var alltaf svo andstyggilig. pegar Olafur; kaemi segii hun
Maria was always so nasty. When Olaf; came said she
sér,,; areidanlega ad fara
REFL;/,; certainly to leave
Icelandic (Thrainsson 1991:58)

b. (He; thinks:) Maria was always so nasty. Whei f; came, she would certainly

tell himsel f;/.; to leave.

(25) A: Mary;-ka  ku pati-e  kass-ni anim tarun salam-i taysin kass-ni?
Mary;-NOM the party-to went-Q or  other personNOM instead go-Q

‘Is it Mary; who went to the party of somebody else instead?

B: Ani, cak-ka kasse
no REFL-NOM went

‘No, SELF;, went’

Korean (Gill 1999:173)

(26)  a. Siti; mengingatkanMohamed yang saya tahu dirinya;/;
Siti; remind Mohamed that 1SG know REFL.3SG;/;/x
‘Siti reminded Mohamed that | know he/she is a criminal’

Malay (Cole and Hermon 2005:629)



In all these examples, the logophoric element is licensedamgcedents which are not

necessarily represented in the syntactic structure andcirgecessarily subjects.

There are several reasons to claim that SOAs are distinat lngophoric phenomena. First,
example (19) is an SOA that is obligatorily local. With thecegtion of its local character, it
conforms with the properties in (21). Since logophors am@atteristically non-local, SOAs
cannot all be logophors. Another reason to exclude logaplfram this category is that
logophors can operate at arbitrary distances from the edést, may not necessarily have
an antecedent at all and need not be in a C-command relafionsth the antecedent. In
contrast, SOAs must be bound by a C-commanding antecedemintacedent is obligatory
and the antecedent must be within a domain typically definethb tensed clause (Koster
and Reuland 1991) (again, abstracting away from the loaakciter of Dutclzich). Koster and
Reuland (1991) suggest that there are three domains foinigifal) the local domain fanimself
type anaphors (b) a medium-range domain for SOAs and (c)gerl@omain for logophors.
All these properties suggest that SOAs are distinct fronopbgrs. Finally, SOAs are cross-
linguistically morphologically simplex (as opposed todbanaphors likénimself). There is no

such restriction on logophors, which can be complex.

For these reasons, | do not think that lumping SOAs togetltdrlagophors is the right move.

Doing so would obscure strong cross-linguistic corretaioConsequently, | will continue to
treat SOAs as a distinct set of anaphoric possibilities. Byaling logophors it is also possible
to make the claim that the strong subject-oriented charat®OAs must be derived from some

deeper principle of grammar.

4.2 Previous analyses of SOAs

It has been proposed that constructions with SOAs are adkbydnead movement (Cole et al.
1990, Huang and Tang 1991, Pica 1986). SOAs are always mapberic and are thus

consistent with head status. It has been proposed that ueddacan adjoin to the subject.



(27)  a.Zhangsan gaosu Lisi, Wangwy xihuan ziji; ;.
Zhangsan tell Lisiy, Wangwy like REFL;/;/«k
SUBJECT OBJECT SUBJECT REFL
‘Zhangsantold Lisi;, that Wangwuy likes him,; ..’

Mandarin Chinese (Huang p.c.)

b. Zhangsan [ziji ;;;] gaosu Lisi, Wangwy [ziji;] xihuan ziji;/; .
Zhangsan REFL;,; tell  Lisi, Wangwy REFL; like — REFL;/;/ .
A A

By assumption, the reflexive head can only be bound when itesiavto a local adjunction
relation with its antecedent. Thus reflexive binding is auggnt on head movement. This
approach requires that head-movement can occur betweesesté In example (27), the
reflexive headziji, adjoins to INFL and is bound by the subject located in Spadtithing
prevents the reflexive from undergoing cyclic head movepntbos allowing it to be bound by
every subject in the sentence. Importantly, however, stheeanaphor is already bound by
Wangwul the higher antecedent must match the features of the lowtecedent, in this case,

3SG.

However, this analysis cannot be correct for all SOAs, a@gfigchose found in the Germanic
languages. The central criticism of the approach stems fremeralization (21v). In languages
with no agreement (e.g. Mandarin Chinese), SOAs are sutgezt'blocking’ effect. Long
distance antecedents are only possible if the long-distantecedent agrees with the possible
antecedents beneath it. This has been used as a diagnostihéad-movement analysis of
these anaphors (Cole and Hermon 2005, Cole et al. 1993, Harmh@ang 1991, Huang 1996,
Pica 1986).

(28) Ni; renwei wo;  zhidao ziji,;;; de taitai shi yige da hao ren
you;.2sG think 1;.1sG know REFL,;;; POsSs wife is one big good man
‘“You think that | knew that my own wife was a very good person’

(Cole and Hermon 2005:628)
(29) Ni; [ziji,;]  renwei wo, [ziji] zhidao Ziji,;/; ...

[1sG/2sG] [1sg]
you.2SG REFL think 1.1sG REFL know REFL



The local subjectvo differs in features from the long-distance subject The reflexive head,
ziji, adjoins to INFL of the embedded clause where it agrees Wilfeéatures of the subject:
1sa. If it were to undergo further movement to adjoin to INFL okthatrix clause, then it
would also have to agree with the matrix subjecc2This would result in a clash of features.
Thus, The SOA can only be bound by the local subject, becées®vb subjects do not agree.
This is known as the ‘blocking’ effect and has been used asdinator that the SO&iji must

adjoin to the local subject before it can be bound by the Idistance subject.

This analysis is not available for the Germanic languagesesihe blocking effect is not visible.

(30) a.Jon segir ad pu elskir sig/hann
Jon says that you love REFL/him;
‘Jon; says that you love high

Icelandic (Sigurdsson 1990:309)

In example (30), the subjects of the embedded and the madause differ in terms of their
features. Yet the fact that the matrix subject can be an ade&t of the reflexive shows
that there is no blocking effect. Consequently, this exangalinnot be derived by the head-

movement analysis.

Another argument against the universal validity of the hemyement analysis is that SOAs
can occur in islands in Icelandic (Thrainsson 1991:57). &kemples in (31a,b) show that an
anaphor can occur in a context where WH extraction is notipless This militates against

an analysis that involves movement of the anaphor. Theserergts show that not all SOAs

reduce to head-movement.



(31) a.Jon segir ad pu hafir barid konuna sem hafi svikid  sig;
Jon says that you have hit  woman that has betrayed REFL;

‘Jon says that you hit the woman that betrayed him’

Icelandic (Thrainsson 1991:57)

b. *Hvern segir J6bn ad pu hafir barid konuna sem hafi svikig?
who says Jon that you have hit  woman that has betrayed

‘Who does Jon say that you have hit the woman that has bettayed

Icelandic (Thrainsson 1991:57)

4.3 Proposal: SOAs are sensitive to functional dependency

That subjects should be important in defining some kinds d@écauents is actually not
surprising given the prominent role played by subjects ifindey binding domains more
generally: the binding domain of local anaphors is delichltg the closest accessild@BJECT
(section 3). The real question is how to express this it formal terms — what fundamental
principles does subjecthood derive from? As should be tigaow, | will argue thaSuBJECT

defined in terms of functional dependencies is responsible.

Traditionally, anaphors are bound by a command relationo@mand-® Although it is usually
assumed that C-command is the sole command relation aleitabarrow syntax, if the results
of section 3 are correct, then there must be another comnelation based on functional
dependencies. Recall that functional dependencies fdilom standard assumptions about
phrase structure and syntactic relationships. These gdgus lead to the conclusions that
functional dependencies are inherent in syntactic reptagens. Thus, it would be very
surprising if narrow syntax didot make use of them. So | would like to propose that there
is a typological distinction between those anaphors thataund by C-command and those

that are bound bguBJECTdefined in terms of functional dependency.



(32) DPs

//\
+FREE +BOUND
/\ /\
R-expressions PronounsC-COMMAND FD-COMMAND
Local alnaphors SC|)As
hims|elf etc zicr|1 etc

Note that C-command and FD-command are distinct types ofhtama relationshig® Impor-
tantly, however, the notion (fUBJECTIs central. If one assumes the existencewBJECTfor
the purposes of the standard Binding Theory then one mustaalsept it for the purposes of

SOAs. All I have done in this paper is to provide a formal actaf what aSUBJECTIS.

SOAs sensitive to functional dependency will only be bougdhe subject and never a non-
subject. They may or may not be local — modulo minimality ¢amsts on intervening
antecedentd: C-command anaphors however will always be bound by a C-cording

antecedent?

This leads me to tentatively redefine the domain conditioBrafciple A of the Binding theory

in terms of functional dependency.

(33) Principle A: An anaphoric, NP must be

Al: C-command bound in a binding domain [Local himselftype]
OR
A2: Functional dependency bound in a binding domain [SOA zichtype]

Domain: (Tentative) The domaihis the first DP which functionally determines the

reflexive. see (13)



4.3.1 Relativizing the notion domain

The main question that is raised by (33) is how to paramete@maphors in such a way that the
binding domain is slightly different for SOAs anthimselftype anaphors. Although this can
only be suitably addressed in a much larger paper which weftgdtively redefine the Binding

Theory, naturally, some speculations are in order.

Note that self-type anaphors are sensitive to the Number of the antecedéwtre are
morphological reflexes of Numbehimself themselvegtc. Zich-type anaphors do not have

a morphological reflex for Number. Conversetych-type anaphors are sensitive to Person; a
first or second-person antecedent cannot bindlatype anaphor. The same is not trueseff-

type anaphorsmyself yourself etc?® Drawing on these facts, and the earlier assumption (see
section 2.2) that anaphors are defective in terms of sorfeatures, | tentatively propose that

the domains of these anaphors be defined in the following way.

(34) The domain of an anaphorgglf-type NP

SELF-Domain: (Tentative) The domairis the first DP which functionally determines

the reflexive in terms offlUMBER features.

This accounts for English-type anaphors since the domdineteby a subject which agrees in

terms of number will always be TP, even in PRO clauées.

(35) The domain of an anaphorimchtype NP

ZICH-Domain: (Tentative) The domainis the first DP which functionally determines

the reflexive in terms oPERSONfeatures.

This accounts for typical SOA examples. The following istfricelandic.



(36) a.Pétur, bad Jensum PRO ad raka sig;
Petur asked Jens PREP PRO to shave REFL,
Icelandic (Harbert 1995:192)

If the reflexive is lexically specified as being functionapdadency-bound, then the matrix
subjectPetur is a possible antecedent. The grammatical objectscannot be a possible
antecedent> The domain the the SOA is also defined by the matrix subjecthvhprees

in terms of Person and Number.

4.3.2 PRO andg agreement in infinitives

At this point a question is raised by the existence of a PRQestim (36). After all, PRO
seems to be auBJECT so it should also bind the SOA, contrary to fact. PRO ‘sulsjeict
infinitives are potentially a little more complicated tharbgects of finite clauses since there is
considerable variation in the typology of infinitive clagssith respect to temporal reference

etc.

The prediction made in section 4.3.1 is that since PRO doeslefmme a domain for long-
distance SOAs, PRO cannot agree with T in terms of Persouartsat It has been argued that
two types of infinitives exist based on independent timeregfee or lack of it (Stowell 1982). In
addition, some languages have overt inflection in infingifeag. Portuguese). A full discussion
of the nature of agreement in infinitives is beyond the scdphbis paper. Nevertheless, some

preliminary observations are in order.

The example in (36) has an event in the embedded clause whiemporally unordered with
respect to the moment of utterance (speech time) (Cowpées, ZBwell 1982, Wurmbrand

2001).

(37) a. Pétur asked Jens (yesterday) to shave him (yestsodagtime later today)
b. [S,RF°



Cowper (2005:26-27) claims that these kinds of infinitivaskl a temporaldeixis feature
specifying the relationship of Speech Time and ReferenoeeTi Within Cowper’s feature-
geometric approach, this entails that such infinitival sesialso cannot have a person deixis
specification since without temporal deixis, person deigisannot be interpreted (Cowper
2005:18,27).

If this is the case, then in (36), the infinitival clause magkla fully-fledged INFL/Agreement
projection and consequently, PRO would not deternrieesoNagreement on T and could
neither functionally determine the anaphor nor define a dorfwa the anaphor. This would
preclude PRO from being a suitable antecedent in this pdaticontext. Thus, the prediction
appears to be confirmed although it is likely that infinitieéduses differ from language to

language in this respect. These intriguing issues awaitdéutesearch.

5 EVIDENCE FOR FUNCTIONAL DEPENDENCIES

In addition to the conceptual argument for functional dejggcies, the treatment of functional
dependencies in binding domains, and the discussion alAs Sn this section, | will provide

some additional arguments in favour of the analysis | haspgsed.

5.1 Object agreement

A prediction of the functional dependency approach is thidie agreement between a DP and
T constitutes asUBJECTand ultimately licenses SOAs, then languages with objecteagent
should allow the object to bind SOAs. The reason for thisas the agreeing object will act as
an intervener between an agreeing subject and a SOA — it dfieagreeing object will act as

a kind of SUBJECT



(38) [TP DP [T T... [VP DP[V V [TP .. .REFL]]]]

Agr 1 Agr T T

First note that the functional dependency approach doesmadte predictions about the
availability of discourse logophors. As | have done thraughthis paper, | will focus

exclusively on SOAs (but see section 5.3.2 for a brief disicurg.

An initial survey provides circumstantial evidence in favaf this prediction. Languages
with object-agreement do not have exclusive SOAs. HoweWés, argument is incomplete
because many object-agreement languages, such as Mohawit dave anaphoric NPs at all
(Baker 1996; 2003) and consequently cannot shed light odigtiebution of SOAs. Similarly,
many Bantu languages have reciprocal markers on the veitbwikich affect the way binding
operates in those languages. Nevertheless, there exggtdgas such as Georgian, Hungarian
and Basque that do have object agreement and also have aigaiRs (Amiridze (2006),

Everaert (2001) Liptak p.c., Everaert p.c., Rebuschi ¢ these, none have SOAS.



Language S-V Agree| V-O Agree | Non-logophoric SOA|| Discourse
Logophors
Icelandic v v’ sig sig
Norwegian v v’ seg
Dutch v v/ zich
Finnish v v itse
Basque v v X
Georgian v v X
Hungarian v v X
English X ? X himself
(Kennedy
(39) and  Lidz
2001)
Afrikaans X X
Malay X X dirinja
(Cole and
Hermon
2005)
Japanese X X zibun(Sells
1987)
Korean X X caki (Gilll
1999)
Mandarin Chinese X v Ziji

5.2 Italian agreement and binding

More direct evidence for this position comes from Italfénitalian is a very useful language
because it does not have object agreement and thus lice@#esliRe proprio. This lexeme is
a subject-oriented anaphor when it acts as a LDA (Giorgi 188); when it is bound locally

within its clause, then it can be bound either by subject erdhject. This dual character of



proprio makes it ideal for exploring the interaction of agreemerd Bimding. In fact, it can
be shown that the antecedentmbprio is, in part, determined by agreement — and thus by

functional dependency.

Example (40a) shows an object with a PP complement contpiaimeflexive. Only the
grammatical subject is an appropriate antecedent for flexiee. The preposition is underlined
for ease of reference. In contrast an adjectival complert@ii)(underlined) does allow the

object as a suitable antecedent for the reflexive.

(40) a.Gianni; havisto il professorg con gli studenti che seguivano
Gianni; saw the professor with the studentswho followed
il proprio,;;; corso
REFLS,;;;  class

‘Gianni saw the professor with the students who attendedlass’ (Giorgi
1991:188)

b. Gianni; havisto il  professore contento degli studenti che seguivano
Gianni; saw the professor satisfied with the studentswho followed
il proprio;;; corso
REFL'S;/; class

‘Intended: Gianni saw the professor to be satisfied with thdents who followed
his class’ (Giorgi 1991:188)

The data is supported by evidence that DP complements (4igeflined) pattern with
adjectives and not PPs. The general structure of these éaampllustrated in (42). Although
the structures are identical, only for AP and NP complemeo¢s the NP small-clause ‘subject’
functionally determine the complement as evidenced bytoagreement. The dotted line

informally illustrates the functional dependency.

(41) |  dipendenti hanno eletto Gianni; presidentedella propria; ditta
the dependentworkers elected Giannj president of REFL  firm

‘The workers elected Gianni president of his firm’ (Giorgid19189)



(42) a. VP b. VP
/\ /\
V SC Vv SC
/\ /\
DP \Y; DP \Y;
N AN
\Y; XP v XP
PN JAN
AP,NP PP

The broad generalization with these data is that in contekese the XP complement agrees
with the small clausesUBJECT (i.e. APs and DPs but not PPs) then a reflexive is licensed.
In other words, for SCs with PPs, the DP is not a teuBJECT at all because it does not

functionally determine PP. This is strong evidence for afiomal dependency approach.

A reviewer suggests that in a tree such as (42b), the DP caaldibnally determine an XP if

the DP functionally determined some entity (such as a refgxnside the XP itself.

The implication is that the presence of a reflexive inside &&id ‘open up’ the PP, allowing
it to be functionally determined. In other words, one migtgect the presence of agreement to

be contingent on the presence of a reflexive within that ghwasontrary to fact.

The functional dependency approach does not make this Kintedliction. Although the
difference is subtle, from a functional dependency pefsgethis looking at things from the
wrong direction. If a DP Functionally Determines the PPntivill also functionally determine
everything inside it. Thus, if agreement is present (bemgcative of an underlying functional
dependency), then it will be possible to bind the reflexiieug, reflexive binding is contingent

on functional dependency and not vice vei%a.



The data in (42) also militates against a solution in term€-aommand. In both ( (42a,b)
the DP C-commands the reflexive. Yet, only in (42a) does thdubetionally determine the

reflexive3©

5.3 Icelandic anaphors

The following section examines putative counter evidenddé main proposal in this paper. It
will be shown that the proposal makes a prediction about #tera of Icelandic quirky subjects

which turns out to be true. The Icelandic data will thus u#ttely support the analysis.

The proposal thus far is as follows: a SOA is bound bguBJECT defined by functional
dependency (13). If a DP functionally determines its siatet if the sister dominates (directly
or indirectly) the SOA, then the DP can be an antecedent fd8@A. The presence of the
functional dependency is often indicated by agreement evtitexr DP determines some feature
on its sister. Thus, in (44), where X functionally deternsiyd®® and YP dominates the reflexive

(indirectly by transitivity), then X can be an antecedemttfee reflexive.

(44)  XP

As far as the counter-evidence goes, first note, that Iceddras SOAs (Maling 1984) (45). In

these examples, the reflexive possessimai can only be bound by the subject.

(45) a. Sigga bardi mig med dukkunni sinni;/*hennar,
Sigga.NoM hit meAcc with doll.DAT REFL;/her.POSS

‘Sigga hit me with her doll'(Zaenen et al. 1985:101)



b. Eg bardi Siggy med dukkunni *sinni;/hennayg
| hit Sigga.Acc with doll REFL;/her.POSS

‘I hit Sigga with her doll’(Zaenen et al. 1985:101)

In Icelandic quirky case constructions, various testscati that the quirky DP is a clausal
subject (Maling 1984, Zaenen et al. 1985). In particulag, diative DP can bind a SOA (46).
The Nominative DP cannot bind a SOA.

(46) Henni  voru (ekki strax) sagpar/gefnar  uplysingarnar um  ad
shebAT; werepPL (not immediately) told.pPL/givenPL the.newsL  about that
madurinn sin;  vri  dainn
husband REFL; was dead
‘She was not immediately told/given the news that her hudlveas dead’ (Maling p.c.)

(47) Henni  likuou  ekki upplysingarnarum ad madurinn sinn/hennar vri
shebAT; liked-PL. not news.therL about comP husband REFL/her, was
dainn
dead

‘She did not like the news that her husband was dead’ (Maling p

In example (46), the subjebienniis marked with dative case. It is this quirky subject which
is the antecedent of the SG#n. The nominative DRiplysingarnarcannot bind the anaphor.
The verb has plural agreement with the nominative DP. Thisttutes counter-evidence to the

proposal. This means that the Icelandic data are an impdésticase for the current proposal.

5.3.1 Icelandic dative agreement

This is potentially problematic for the approach to SOAsymsed in this paper. | have claimed
that SOAs are sensitive to functional dependencies. Treidq#6) clearly show that it is the
nominative DP which determines agreement on the verb anthgeguirky dative-case-marked
DP is the antecedent of the SOA. If the current proposal i®teustained, then there must be

agreement between the quirky DP and the verb. Note thatmgrgeneed only be with a single



feature in order to constitute a functional dependency dedeaition of functional dependency
9). In particular, the prediction of section 4.3.1 is tha¢ thative-case-marked DP must agree
with the verb in terms of Person features. Two interrelatedistions emerge. If the the second
is correct, then there is evidence for relativized domamgsfanctional dependencies. If only
the first is correct, there is evidence for functional degeries but the approach to relativized

domains will have to be reconsidered.

(48) Prediction 1: Icelandic quirky dative-case-marked DPs must functignaditermine the

verb if they are to serve as antecedents for SOAs.

(49) Prediction 2: If the relativized approach to domains is correct (see seeti3.1 then
Icelandic quirky dative-case-marked DPs must functignaditermine the verb in terms

of Person features if they are to serve as antecedents fos SOA

A closer look at the Icelandic data confirm both prediction&irst it should be noted

that agreement between the verb and the nominative ‘objleas not display the clear-cut
paradigm associated with prototypical subject-verb agesd (Boeckx 2000b, Sigurdsson
1996, Taraldsen 1995): ‘the facts get murky’ (Boeckx 206613).

(50)  a. Henni leiddust/*?leiddist peir
herDAT.3sG bored.®L/3sG theyNOM.3PL

‘She was bored with them’ (Taraldsen 1995:307)

b. Henni *leiddumst/?*leiddust/?*leiddust/?*leiddisvid
herDAT bored.PL/3rL/default we.lPL.NOM

‘She was bored with us’(Boeckx 2000b:360)

Example (50a) shows that Bnominative object triggers full agreement on the verb. Have

(50b), shows that when the nominative objectis then agreement fails. In fact, the sentence
is ineffable. This contrasts with the clear-cut and coesisinstances of agreement between a
nominative subject and the verb in canonical finite claugdse data suggest that agreement

with the nominative object is in terms of number featurest &yreement in terms of person is



subject to additional constraints.

The problem is further illustrated with raising contextsh& there is more than one dative DP
in the clause, then agreement with the Nominative DP is naless cut. It appears that the
dative DP of the embedded clause can determine agreemem omettrix raising verb to some
extent. Thus quirky dative subjects are not inert for agesgmrl he arrow informally represents

agreement.

(51) Mér fannst/*fundust henni leidast peir
meDAT seemed.8G/3PL herDAT bore theyNoMm

‘| thought she was bored by them’ (Boeckx 2000b:359)

(52) Mer hefur/*hafa alltaf virst honum lika baekur
meDAT hass@&havepL often seemedhim.DAT like booksNOM.PL

‘it has often seemed to me that he likes books’(Boeckx 2CR&x):

Boeckx (2000b) argues that the presence of a quirky datge-enarked subject, blocks person
agreement between the nominative DP and the raising vetie Huirky DP induces minimality
effects, then it must be the case that quirky DPs agree withsvie person features. If the
quirky DP had inert person features then no minimality éfieauld be apparent. The following

schema applies.

(53) Quirky DPDAT VERB DP.NOM
PERSON
NUMBER

However, there is still the question of why person agreereendt morphologically realized.
Boeckx (2000b) derives this from a universal typologicahgtoaint first proposed by Bonet
(1994):



(54) ...iIf person/number agreement on the verb obtainsavitative element (in
the case of Icelandic, a Quirky subject element), then vgreeament with the

accusative DP must be third person (adapted from Boeckx0{2365)).

Although there is no actual morphological spellout of tlgseement, it is proposed by Boeckx
(2000b) that the agreement between the dative subject angetb cannot be morphologically

realized because of the complex relationship between T amdnative case checking.

By contrast, when the nominative object is first or secondq®rthen the resulting sentences
are predicted to be completely ungrammatical. This is bouteoy the facts. In (55a,b,c) the
examples are all ungrammatical because the nominativetakjeot 3rd person. This blocks

person agreement between the dative subject and the verb.

(55) a.Henni *leiddumst/?*leiddust/?*leiddistvio
herDAT bored.1pl/3pl/default weNOM

‘She was bored with us’ (Sigurdsson 1996) in Boeckx (20000)3

b. *Henni vorud syndir/syndar 10
herDAT were ShOwnMASC/FEM YOUNOM

‘You were shown to her’ (Sigurdsson 1996) in Boeckx (200613)3

c. *Henni vorum syndir/syndar Vi
herbDAT were ShownMASC/FEM weNOM

‘You were shown to her’ (Sigurdsson 1996) in Boeckx (200613)3

The analysis of Boeckx (2000b) demonstrates that the gliFkfunctionally determines person
features on the verb. This is sufficient to construe the gublR as asuBJECTIn terms of
the definition in (13). Consequently, it is predicted tha¢ tuirky DP can function as an
antecedent for SOAs, as demonstrated by (46). Thus, alththaylcelandic data initially

seemed problematic for the proposal, they ultimately folfmm it.



5.3.2 Features responsible for SOA binding

If the results of the previous sections are correct, therautent of an SOA must be a DP

which functionally determines the anaphor with regard tdgast) Person features.

Some researchers (e.g. Hellan (1991)) have posited themoti‘perspective command’ to
account for the distributions of SOAs and logophors. Farinse, Sigurdsson (1990) shows that
Icelandic SOAs invoke “reference to a secondary ego fromdfo’s point of view” (Sigurdsson
1990:328). This makes intuitive sense if one considers#rsoNspecification as a speaker
perspective (Boeckx 2000b, Levinson 2000). First pers@mtifles the speaket, second
person identifies the animate hearer; third person is forrése First person must always
be a self-concious agent capable of locution (i.e. +animaecond person is less agentive,
being consistent with passive listeners, but neverthetesst always be an entity capable of

comprehension (i.e. +animat®).

Using Person features makes an additional prediction giiedi the antecedents of SOAs
should be obligatorily animate — at least in Icelandic gitles analysis in section 5.3.1. Itis

worth pointing out that this restriction would remain puzglunder traditional Binding Theory.

This prediction is confirmed by Maling (p.c.): a local reflxi(i.e. a not exclusively subject-
oriented reflexive) in Icelandic may have an inanimate adent (56), but a long-distance

reflexive must have an animate antecedént.

(56) a.Eldurinn; huldi  allt nanasta umhverfi sitti, ~ pykkum reykjarmekki
fire;-NOM covered all nearest surroundingsREFL; thick  smoke

‘Fire covered covered/veiled all the suroundings in itskrémoke’(Maling p.c.)



6 AGREEMENT VS FUNCTIONAL DEPENDENCIES

Throughout this paper, | have argued that functional depeciés underpin the notion of
subjecthood. However, the evidence adduced in this papeld calso be perceived as
demonstrating that agreement is the foundation of suljpecthThen the question could arise

as to whether we need bother with functional dependency.at al

Let us distinguish agreement froaGREE. Agreement is not a sufficient characterization
of suBJECT for the following reasons. Not all languages have overeament. This is
not to say that they do not have underlying functional depanis — merely that in these
languages, agreement is not an overt manifestation of sdfichciional dependency. Taking
agreement alone as the necessary characteristic of sutgectvould amount to saying that
these languages have no subjects! Importantly, a langueg®landarin Chinese exists which
has subject-oriented anaphora without having overt ageaensimilarly, Icelandic quirky-case
constructions have subjects which can be characterizedgrayibnal dependencies even though

overt agreement does not take place.

If we expand our horizons to include both agreementarREE, then the next reason why this
alone cannot replace functional dependencies is that,@aie&d in section 1.1, agreement is
only one particular empirical way of characterizing subgen some languages; other defining
features that have been proposed are correlations withnadive case, EPP, filler of SpecTP
etc. However, there are exceptions to all of these — inctpydigreement. What is needed is
a theoretical means of distinguishing which of these datare central to subjecthood and
which are, in effect, epiphenomenal. This paper has argugdfinctional dependencies are
theoretically primitive, deriving from bare phrase sturet (Chomsky 1995a) and that verbal
¢ agreement ione sufficient (but not necessary) overt reflex of an underlyingcfional
dependency® Thus functional dependencies provide a theoretical wayhobsing between

all the alternative ways of identifying subjects that haeemproposed in the literature.

For instance, it has long been known that agreement detesntdmding domains. For



instance, (Leland and Kornfilt 1981) explored a Turkishetalvith agreeing and non-agreeing
infinitives. Non-agreeing infinitives could not bind anaphim their complement; agreeing ones
could. This insight was incorporated into the Binding TheafrChomsky (1981) by stipulation.

Hitherto there has not been any reason why this should beages the present paper provides

the theoretical framework to formalize this insight.

Another area where functional dependency is useful wherplsi agreement is less so is
in the domain of English expletive constructions. These may into question the notion
of subjects occupying SpecTP because a non-agreeing igepteicupies SpecTP while the

agreeing ‘associate’ DP occupies Sygfec

(57) There are three men on the roof

While a considerable amount of ink has been spilled in adbogirior these constructions,
the FD approach would simply claim that the true subject efsbantence is the associate DP
since this demonstrably functionally determines agre¢niédns does not, however, preclude a
feature-movement approach where the formal features @fdbeciate raise to SpecTP. In short,
the FD approach is consistent with a variety of treatmenthiwithe Chomskyan paradigm.
What the FD approackdoesrule out is a situation where the expletitigere is considered
simultaneously the true subject of the sentence and alsoreopn: an independent pronoun

could only be the true subject if it also agrees with the Vérb.

Turning to the theoretical notion GIGREE, there are also reasons WAgREE alone cannot
be the defining feature of subjecthodlt is important to realize that any instance At REE
(where an interpretable feature determines the value ofragmonding uninterpretable feature)
is also a functional dependency. The inverse does not readgdsold however. Crucial in
this respect is the fact thaGREE is not transitive. If a DP agrees with T, then it is not a
valid statement to say that the DP alseREES with everything in the C-command domain of
T. However, functional dependencies are, by definitiomditave and if the DP Functionally

Determines T then it also Functionally Determines evenghin the domain of T. This is



important when dealing with SOAs where the subject-antecetlinctionally determines the
SOA even though the subject may not actualyReEE with the anaphor itself. It is the local
agreement between tlBJECT and and its sister which allows the SOA to be transitively

functionally determined®

This opens the way for functional dependencies to circumeerntain kinds of minimality
restrictions in a principled way — an empirically necesséfytheoretically unwelcome)
requirement in order to account for LDAs. In the followindematic (58), the subject agrees
with T and thereby Functionally Determines the LDA. The @hjeoes not agree with anything
and thereby does not FD the LDA. There is no minimality vicatwith respect to functional
dependency because there is no other DP closer to the anaplobr functionally determines

it. This is not possible USINGGREE: any AGREE relation between the subject and the anaphor
will incur a minimality violation because of the existendeaaccloser DP with the same features

as the subject.

> AGREE
I r o

(58) subject-antecedent... non-agreeing object . .. amaph

7 CONCLUSION

This paper provides a definition sUBJECTIN terms of functional dependencies in the spirit of
the Minimalist Program. | have argued that functional dej@gcy is an important theoretical

device that follows directly from standard assumptionsualphrase structure and syntactic
relationships. Narrow Syntax utilizes this tool to detevendomains of anaphors and derive the

subject-orientation of some types of anaphors.

In addition to the theoretical argument, have provided a@taf arguments for functional
dependency from a variety of areas. First, functional ddpeoies were motivated on
conceptual grounds and it was shown that they follow fromidbassumptions about phrase

structure, agreement etc. It was then demonstrated thatidmal dependencies could be



used to define domains for local anaphors. The argument fartitnal dependencies was
then extended to SOAs where it was shown that functional ribgrecies provide a means of
accounting for SOAs and possibly to bring them within thelfof Binding Theory. Evidence
for this analysis was drawn from the typological tendenceydoguages with object agreement
not to have SOAs. This was reinforced by discussion of Italiahem binding of SOAs is
determined by agreement. Finally, important evidenceHerftinctional dependency approach
came from Icelandic Quirky case constructions. The fumetiadependency approach predicts
that Quirky-case-marked DPs must agree with the verb. Tiadigtion was proved to be

correct.

Ultimately, functional dependency may offer ways of expiag other types of subject
orientation (e.g. subject-oriented PRO, subject-or@rddverbs etc.) and may offer the
prospect of unifying different types aduBJECT with a single characteristic: grammatical

suBJECT all functionally determine their sisters.

Notes

1| would like to thank the audiences at SALA 2006 and SICOL 2@fietheir input. In particular, | would
like to thank Joan Maling, Georges Rebuschi, Luis Vicenteiké Liptak and Jie Huang for their data, insight
discussion and suggestions. All remaining errors are my. GWis paper is an extension of the paper presented at
SICOL 2006 and develops the questions of binding domainsaahaindic anaphors, which could not be developed
in the earlier paper.

2] distinguish here between ‘subject’ astBJECT, the former being a specific instantiation (limited to overt
XPs in finite clauses) of the latter. The notionsafBJECTCOVers instances which traditional subjecthood does not
e.g. possessors. PRO etc.

3The Incredible Hulk is the alter ego of Dr. Robert Bruce Banne

“4Itis also not immediately clear why SpecDP (the locationaggessors) should be analogous to SpecTP since
at a feature level T and N have little in common.

SThe precise features will become apparent in section 5.3.1 where itveikhown that long-distance anaphors
have person features, but lack additiopdkeatures. Similarly, this paper will make clear the kind ofrimand
relation which is envisaged.

6Actually, a so-called partial ordering with only two eleniearguably constitutes a total ordering.

A formal definition is as follows: a relatioR satisfies functional dependency-X Y if for every pairry, ro
of tuples ofR, if r{[X]=ro[X], thenri[Y]=r2[Y] (Sagiv et al. 1981:437). In this paper, functional depenaen
will be represented by arrows e.g.-X Y.

8Space prohibits a formal proof that syntactic relationshsas selection andGREE instantiate functional
dependencies. A formal proof would have to show that thekstioas are at least reflexive, transitive and
antisymmetric. A stronger hypothesis is that at least Selecand AGREE are irreflexive, transitive and
antisymmetric and thus instantiate strict partial ordgrin

9 wish to thank an anonymous reviewer for pointing this outiicBy speaking, under the strongest version
of my proposal, the tree in (11) could be redrawn witlfieatures projecting; this would retain the idea that the
functional dependencies can be ‘read off’ the tree strectur

a. [Ag7./¢ ...[Tp [T ]]]
The result shows an agreement projection above T, a steuathich is fairly standard.



ONote that | am not arguing that all functional dependencigseasent phase structure — clearly linguistic
structures are subject to additional constraints that lsebry is not. However, the utilization of functional
dependencies is a useful tool to represent phrase stre@unceprovide additional insights.

1 do not use AgrO, object agreement, projections since tisexenovement away from agreement projections
in recent work where it is assumed thaassigns accusative case to the DP object. | have not repedstris
relationship for the sake of simplicity. However, nothirigdes on this and one could also represent the DP object
adjoined tovP wherev — DP.

2Note that this is not the same as saying the the subject DBtsdleRather, a subset of the features of the
DP functionally determine a subset of features on T. Thugjitiye of AGREE (i.e. not by virtue of selection) a
functional dependency exists such that-BP.

13 am aware that this argument is something of a straw man itioadl BT might simply counter by saying that
a binding domain is determined by the presence of a subjelchanthe presence of a subject position. However,
this merely emphasizes that there is something about gslifet triggers domains — there is still no indication as
to what that something might be.

YEqually seriously, subjects are obligatory in clauses batseemingly optional in DPs — at least in English
(i.e. the EPP, a putatively central feature of subjects isantive inside English DPs).

19| thank Jie Huang, a 28-year old, male linguistics student \ghew up in Qingdao, for his Mandarin
judgements. | assume the Chinese examples quoted by H&88d Y to refer to Mandarin Chinese. All examples
from my own informant are Mandarin.

®There are, however, differences between the SOA phenomeéhase languages. See section 4.2.

1A higher subject can only bind a LDA if the lower subject agraeperson features (see also Cole and Hermon
(2005), Huang and Tang (1991)).

18] do not want to justify the relative merits of this approactgrely to describe it.

198yt see ‘Hellan (1991) for other possibilities.

%There are a few instances where an element can FD-commanetisng without it C-commanding it,
depending on one’s notion of C-command. It is not clear to ma¢ these instances actually ever occur in natural
language, so in practice, it may be the case that FD-comnsaadubset of C-command. However, until this is
demonstrated, | will assume that they are distinct.

2lIn fact, given my argument that agreement can constitutenatittnal dependency, this claim is consistent
with the assumption that anaphors have uninterpretafdatures which must be checked. The difference between
AGREE (technically defined in terms of C-command) and and $-that only the subject’s features functionally
determine the anaphor, whereas, it is conceivable thatraegvening DP could AGREE with it.

2?parameterization implies the existence of a feature wighwhlue [+functional dependency-BOUND] and
another feature with the value [+C-BOUND].

23Supporting evidence for this intuition is thatthat while flieelandic and Mandarin Chinese data SIRBRSON
features, and indirectly animacy, to be significant, Huregadata show that at least some agreement features (e.g.
definiteness features) are less important.

a. Az ikrek feljelentették Bélat egymasnak
the twins reported-8L.DEF Bélat-Acc each.otheBAT
"The twins reported Béla to themselves.’

In this example, object agreement occurs in terms of defiage. However, AgrO does not delimit a domain for
binding of ordinary anaphors; it it did then the subject wbbk unable to bind the anaphor. This suggests that
a full characterization of binding domains awaits furtherestigation. Sufficient for the moment is the fact that
binding domains can be defined in terms of functional depecye

24PRO, if it is a truesuBJECTMuSt agree with T in terms of at least one featareMBER would seem to be the
bare minimum type of agreement that can occur since, url#&soNit has clear semantic content. The issue of
PERSONIS less clear (See section 4.3.2).

25Note that this proposal does not necessarily derive all tiaeacteristics of SOAs in (21). These await a fully
fledged theory of SOAs, which is beyond the scope of this pajpé&h must necessarily restrict itself to the notion
of SUBJECT.

26| use the Reichenbachian notation provided by Giorgi andé&ia(1997) where [S-R] (Speech Time precedes
Reference Time), [R-S] (Reference Time precedes Speead) Bnd [S,R] (Speech Time and Reference Time are
unspecified in relation to each other).

27A reviewer points out that it is potentially a problem for mgcaunt that under some Minimalist accounts,
abstrachGREE occurs between the object andlt is true thatv assigns Case to the syntactic objectAGREE N



order to account for Burzio’s generalization. Howevers fBia functional dependency of the type> DP (not DP
— V). Thus, it is not the case thatassigning case to the object results in a situation wher®Ehebject defines
a binding domain. There is no evidence of the converse winer®P object checks features orv. Even ifv
were to haveu¢ features then it would always be the case that the subjech[#peéeP would be ‘closer’ than
the object DP — thus it would simply not be possible for theeobPP to checl.¢ features orv thereby creating
a binding domain.

28Czech also has similar constructions (Toman 1991).

29A reviewer also asks whether the sisterhood condition caoltdbe weakened to a C-command condition,
suggesting that if small clauses have heads then this ipémtkently necessary. In fact, the FD approach does not
prevent the possibility of the existence of small-clausadsesince th& head of a small clause must ultimately
have a subject where DP- v (or else there is no rationale for calling it a ‘small clayserhen, the DP would
transitively FD everything in the complement of the smédluse head. Equally however, the FD approach does
not require the existence of a small clause head at all sifd®2 @an be established directly between the DP and
the AP complement if necessary. | am aware, though, thatuhsagainst current conceptions of phrase structure.

391t might be claimed that in (42b) a PP is a binding domain and the reflexive in the PP cannot be bound from
outside the domain. While this may be relevant for local &ap, subject-oriented anaphors can by definition be
bound from outside a local domain. Thus, the argument ag@it®mmand cannot be evaded in this fashion.

3lAbstracting away from instances when non-human and namateiobjects are imbued with the human-like
qualities of comprehension e.g. in fairy-tale contexts.

32In fact, this sheds light on why so many languages with SOAe hhve logophors (the table in example -
39 on page 26). Logophors are also oriented towards speatsgygrtive (Hellan 1991). Thus, there is a similarity
between SOAs and logophors generally. The key differentteisogophors are subject to a pragmatic construal
of (speaker) perspective, whereas syntactic SOAs aredubjthe grammaticalization of that perspective, namely
person features. An interesting question for future reteaould be to ascertain whether there is a diachronic
grammaticalization cline between discourse logophorssgnthctically bound SOAs.

330ther means of identifying functional dependencies efist. instance, if Nominative case on DPs is uT on
D as proposed by Pesetsky and Torrego (2001), then thereiiscidnal dependency such that¥ D. Similarly,
in Icelandic quirky-case constructions, linguistics cdentify a FD even in the absence of agreement.

340bviously there is no problemihereis the true subject of the sentence but also an overt maaifestof the
moved, formal features of the associate.

3Note that the Icelandic quirky-case constructions do ékhibunderlyingaGREE relationship and thus cannot
be used to rule out the possibility aGREE being the key characteristic of subjecthood.

36Another reason againsGREE is that it is limited within phases. Thus, it is not possitde &n antecedent
to agree at long distance, across a phase boundary with aivefleOn the other hand, because functional
dependencies are transitive, they can be computed at atgndésregardless of whether a phase-boundary
intervenes or not.
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